VARIATIONS ON A THEME
RINGS SATISFYING $x^3 = x$ ARE COMMUTATIVE
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Dedicated to the memory of I.N. Herstein
who wrote a wonderful book called Topics in Algebra.

Abstract. A ring satisfying $x^3 = x$ is necessarily commutative. We consider a
variety of weaker forms of this condition and show that many but not all of them
imply commutativity. We also present a variety of elementary proofs of the fact
that $x^3 = x$ implies commutativity.

1. Introduction

Both of us learned much of our undergraduate algebra from Topics in Algebra
[9]. Herstein is said to have remarked that one exercise in his book gave rise to more
correspondence from readers than all the other items put together. It was Exercise
19' in Chapter 3.4 on page 136, and it reads as follows:

Let $R$ be a ring in which $x^3 = x$, for all $x \in R$. Prove that $R$ is a
commutative ring.

In this paper we consider various generalizations of this result, and show that
many imply commutativity, but for a few of them we give counterexamples. We also
present a variety of proofs of the original result. In the spirit of Herstein’s book, the
emphasis is entirely on self-contained elementary methods, and in particular we can
avoid appealing to the powerful Jacobson structure theory for rings. Indeed we claim
that this note could profitably be read by a student who has merely encountered the
axioms and elementary theory of a ring $(R, +, \cdot)$, and wishes to see their immense
versatility in action.

Why present a variety of proofs? We believe that just as it is important to find
a single technique that can be used to prove many different theorems, it is often
equally important to find many different proofs of the same theorem. There are
several reasons for holding this view of which the following are perhaps the most
significant.

(a) The more different proofs one has, the more reasons one can see why a theo-
rem is true. Additional proofs give a clearer insight into, and understanding
of, the result.

(b) Perhaps more importantly, different proofs show the potential for generalizing
the theorem in different directions. Furthermore, Proof B may have the
potential for establishing a stronger generalization than Proof A.

(c) Examining different proofs of the same result can introduce a student to the
much needed topics of esthetics in mathematics and the historical develop-
ment of the subject. One’s first goal should always be to find a valid proof of
a result by hook or by crook using all available information and techniques.
A valid proof may be long, clumsy, heavy-handed, or tedious. On the other
hand, it may be short, clever, slick, or downright beautiful. How else can
the quest for a shorter, “better”, or more beautiful proof begin unless math-
ematicians consider many different proofs? The history of mathematics is
littered with examples of this phenomenon of revisionist proofs.
We use Herstein’s definition of a ring, so we do not require it to have a unity element. $(R, +, \cdot)$ is a ring where $x \cdot y$ is written as $xy$.

$R$ has an additive identity 0, and distributivity implies that $0x = x0 = x$ for all $x \in R$.

$Z(R)$, the center of $R$ is $\{x \in R \mid xr = rx \text{ for all } r \in R\}$; $Z(R)$ is a subring of $R$ and $0 \in Z(R)$.

An idempotent in $R$ is an element $e$ such that $e^2 = e$, while a nilpotent is an element $x$ such that $x^n = 0$ for some $n \in \mathbb{N}$.

A (ring) commutator is an element of the form $xy - yx$, and this difference is denoted $[x, y]$. Clearly $[x, y] = 0$ if and only if $xy = yx$, and $[x, y] = -[y, x]$ for all $x, y$.

We would like to thank the referee for a useful critique of our paper and in particular for suggesting Lemma 6.

2. Results on commutativity with assumptions on second powers

In this section, we consider some commutativity results related to results involving second powers. These results tend to be particularly easy. Most of the results in this section—or more general results that imply these results—can be found in various papers throughout the literature, so we will not attempt to trace the history of each result. Some relevant references include [1], [2], and [12].

Set theory is at the very foundations of mathematics. Suppose $A$ and $B$ are subsets of a nonempty set $S$, and let us define $A + B$ to be $(A \cup B) \setminus (A \cap B)$ and $A \cdot B$ to be $A \cap B$. It is not difficult to show that $(P(S), +, \cdot)$ is a ring, where $P(S)$ indicates the power set of $S$. Moreover for every $X$ in this ring, $X^2 = X \cap X = X$; a ring satisfying this equation is said to be Boolean, and it is easy to show that a Boolean ring is commutative. The standard proof goes as follows.

**Theorem 1.** A Boolean ring is commutative.

**Proof.**

For all $x \in R$, $-x = (-x)^2 = x^2 = x$, so $x + x = 0$ for all $x$. Next,

$$x + y = (x + y)^2 = x^2 + xy + yx + y^2,$$

for all $x, y \in R$.

Since $(R, +)$ is a group, cancellation gives $xy + yx = 0 = xy + xy$, from above. Again by cancellaion we have $xy = yx$, and so $R$ is commutative. \(\square\)

Theorem 1 has the following well-known generalization which will be useful in the sequel.

**Theorem 2.** If $x^2 - x \in Z(R)$, for all $x \in R$, then $R$ is commutative.

**Proof.**

We have

$$(x + y)^2 - (x + y) = (x^2 - x) + (y^2 - y) + xy + yx \in Z(R),$$

so $xy + yx \in Z(R)$. Then $x(xy + yx) = (xy + yx)x$, so $x^2y + xyx = yxy + yx^2$ and $x^2y = yx^2$. Thus $x^2 \in Z(R)$, so $x^2 - (x^2 - x) = x \in Z(R)$ for all $x$, and so $R$ is commutative. \(\square\)

The following variant of Theorem 2 is also useful.

**Theorem 3.** If $x^2 + x \in Z(R)$, for all $x \in R$, then $R$ is commutative.

**Proof.** Replacing $x$ by $-x$ gives $(-x)^2 - x \in Z(R)$, so $x^2 - x \in Z(R)$, and $R$ is commutative by Theorem 2. \(\square\)

We note that the conditions of Theorems 2 and 3 are both necessary and sufficient for commutativity, whereas those of Theorem 1 are sufficient but not necessary. Also note that Theorems 2 and 3 can be expressed in commutator form.

**Theorem 4.** A ring is commutative if and only if $[x^2, y] = [x, y]$, for all $x, y \in R$. 

Proof. If $R$ is commutative, then $[x^2, y] = 0 = [x, y]$, as required. For the converse, we use the fact that $[a, c] ± [b, c] = [a ± b, c]$ (as can be easily verified by expansion of both sides). Thus the equation $[x^2, y] = [x, y]$ can be rewritten as $[x^2 - x, y] = 0$ for all $x, y$, which implies that $x^2 - x \in Z(R)$ for all $x$.  

Since $[x, y] = -[y, x]$, we can similarly write Theorem 3 in the following form.

**Theorem 5.** A ring is commutative if and only if $[x^2, y] = [y, x]$, for all $x, y \in R$.

Idempotents play an important role in ring commutativity theorems, often because of the following technical lemma.

**Lemma 6.** If $e$ is idempotent in a ring $R$, then $(ey - eye)^2 = 0 = (ye - eye)^2$ for all $y \in R$.

Proof. Simply expand and use idempotency:

$$(ey - eye)^2 = (ey)^2 + (eye)^2 - (ey)(eye) - (eye)(ey) = (ey)^2 + (ey)^2 e - (ey)^2 e - (ey)^2 = 0.$$  
The second part of the assertion is proved similarly.  

In a Boolean ring $R$, every element is an idempotent, so Lemma 6 tells us that $xy - x y x = 0 = x y - x y x$ for all $x, y \in R$, which yields a different proof of Theorem 1. An advantage of this new proof is that the following improvement of Theorem 1 also follows immediately.

**Theorem 7.** Let $R$ be a ring in which $x^2 = 0$ implies $x = 0$. If $e \in R$ is an idempotent, then $e \in Z(R)$.

Proof. Since $(ey - eye)^2 = (ye - eye)^2 = 0$, we have $ey - eye = ye - eye = 0$ for all $y \in R$. Thus $ey = ye$ and $e \in Z(R)$.  

Actually the condition that $x^2 = 0$ implies $x = 0$ is equivalent to the condition that $R$ has no nonzero nilpotents. It is obvious that the absence of nonzero nilpotents implies that if $x^2 = 0$ then $x = 0$. Conversely suppose $x = 0$ whenever $x^2 = 0$, and suppose that $r \in R$ is such that $r^n = 0$ for some $n > 1$. Let $t$ be the smallest power of two greater than or equal to $n$, so that $x^2 = 0$ also. Since $x^2 = 0$ implies $x = 0$, we deduce that $r = 0$ by successively halving $t$.

[For instance if $r^{13} = 0$, then $r^{16} = 0$ and so we deduce in turn that $r^8, r^4, r^2,$ and finally $r$, must equal 0.]  

Note that both $er - ere = e er - ere = [e, er]$ and $re - ere = [r, e]$ are commutators, so we can now state:

**Theorem 8.** Let $R$ be a ring that has no nonzero nilpotent commutators. If $e \in R$ is an idempotent, then $e \in Z(R)$.  

The condition that idempotents are central is so useful, that we mention some other conditions under which it holds.

**Theorem 9.** Let $R$ be a ring in which $xy = 0$ implies $yx = 0$. If $e$ is an idempotent in $R$, then $e \in Z(R)$.

Proof. For all $r \in R$, $e(r - er) = er - e er = er - er = 0$, so $(r - er)e = 0$, and so $re = ere$. By considering $(r - re)e$, we similarly deduce that $er = ere$. Thus $er = re$ and so $e \in Z(R)$.  

Note that Theorem 7 follows from Theorem 9 by virtue of the fact that

**Condition A:** $x^2 = 0$ implies $x = 0$

implies

**Condition B:** $xy = 0$ implies $yx = 0$

because if Condition A holds and $xy = 0$, then $(yx)^2 = y(xy)x = 0$, and so $yx = 0$.  
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However Condition B does not always imply Condition A: in \( \mathbb{Z}_4 \), the ring of residues mod 4, \( xy = 0 \) implies \( yx = 0 \) (since \( \mathbb{Z}_4 \) is commutative), but \( 2^2 = 0 \) while \( 2 \neq 0 \).

Theorem 7 can be strengthened in the following manner.

**Theorem 10.**

(a) Let \( R \) be a ring in which \( x^2 = 0 \) implies \( x \in Z(R) \). Then all idempotents are central.

(b) Let \( R \) be a ring in which \( xy \in Z(R) \) implies \( yx \in Z(R) \). Then all idempotents in \( R \) are central.

*Proof.* For (a), we again use Lemma 6 to deduce that \( er - ere \in Z(R) \) if \( e \) is idempotent and \( r \in R \). Thus \( e( er - ere) = (er - ere)e = 0 \), and so \( er = ere \). Similarly \( re = ere \) and \( e \in Z(R) \). For (b), we have \( (er - ere)e = 0 \in Z(R) \) and so \( e( er - ere) = er - ere \in Z(R) \), yielding the result as in (a). \( \square \)

### 3. Variations on a theme

In this section, we study rings satisfying the identity \( x^3 = x \). Trivially Boolean rings satisfy the identity \( x^3 = x \). The reverse implication is false, as evidenced by the ring of residue classes mod 6, \( (\mathbb{Z}_6, +, \cdot) \), which is of course commutative and satisfies the identity \( x^3 = x \), but not the identity \( x^2 = x \).

However, the next result emphasizes the fact that rings satisfying \( x^3 = x \) for all \( x \) are quite special.

**Theorem 11.** Let \( R \) be a ring in which \( x^3 = x \) for all \( x \in R \). Then \( 6x = 0 \) for all \( x \in R \).

*Proof.* We have \( 2x = (2x)^3 = 8x^3 = 8x \), so \( 6x = 0 \). \( \square \)

The next result will be crucial for proving commutativity of rings satisfying \( x^3 = x \).

**Theorem 12.** Let \( R \) be a ring in which \( x^3 = x \) for all \( x \in R \). Then \( x^2 \in Z(R) \) for all \( x \in R \).

*Proof.* Suppose that \( x^2 = 0 \) for some \( x \in R \). Then \( x = x^3 = x^2 \cdot x = 0 \) so \( x^2 = 0 \) implies \( x = 0 \). By Theorem 7, all idempotents are central. But \( (x^2)^2 = x^4 = x^3 \cdot x = x \cdot x = x^2 \). Thus \( x^2 \) is an idempotent, and so central, for all \( x \in R \). \( \square \)

We are now ready to give a variety of proofs of the following result.

**Theorem 13.** Let \( R \) be a ring in which \( x^3 = x \) for all \( x \in R \). Then \( R \) is commutative.

*Proof 1.* Let \( x, y \in R \). Expansion of the equation \((x + y)^3 = x + y \) gives

\[
x^2y + xyx + yx^2 + y^2x + yxy + xy^2 = 0
\]

Putting \(-y \) in place of \( y \) gives

\[
-x^2y - xyx - yx^2 + y^2x + yxy + xy^2 = 0
\]

Adding we get

\[
2y^2x + 2yxy + 2xy^2 = 0 \in Z(R),
\]

and so

\[
(2y^2x + 2yxy + 2xy^2)y = y(2y^2x + 2yxy + 2xy^2).
\]

After simplification and cancellation this reduces to \( 2xy^3 = 2y^3x \) or \( (2x)y = y(2x) \). Hence \( 2x \in Z(R) \) for all \( x \in R \).

Now for each \( x \in R \),

\[
x^2 + x = (x^2 + x)^3 = x^6 + 3x^5 + 3x^4 + x^3 = x^2 + 3x + 3x^2 + x = 4(x^2 + x),
\]
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which implies that $3(x^2 + x) = 0 \in Z(R)$. But by the above $2(x^2 + x) \in Z(R)$, so subtraction gives $x^2 + x \in Z(R)$. By Theorem 3, $R$ is commutative. \hfill \Box

Proof 2. As in Proof 1, we have

$$2y^2x + 2xy + 2xy^2 = 0.$$  

If we multiply on the left by $y$, we get

$$2(y^3x + yxy + y^2xy) = 0$$

while if we multiply instead on the right by $y$, we get

$$2(y^2xy + xy^3 + yxy^2) = 0$$

Subtracting we get $2yx = 2xy$, so $2(xy - yx) = 0$.

As in Proof 1, $3(x^2 + x) = 0$, so

$$0 = 3((x + y)^2) + (x + y) = 3((x^2 + x) + (y^2 + y) + (xy + yx)).$$

Thus $3(xy + yx) = 0$. But $6yx = 0$ by Theorem 11, so $3(xy - yx) = 0$. Combining this with $2(xy - yx) = 0$, we get $xy - yx = 0$, so $R$ is commutative.

[This proof has been attributed to Hanna Neumann [14], but the source is unknown.] \hfill \Box

Proof 3. By Theorem 12, $(x^2 + x)^2 \in Z(R)$, so $x^4 + 2x^3 + 2x^2 = 2(x^2 + x) \in Z(R)$. As in Proof 1, $3(x^2 + x) \in Z(R)$. Thus $x^2 + x = 3(x^2 + x) - 2(x^2 + x) \in Z(R)$. By Theorem 3, $R$ is commutative.

[This is a “y-less” proof in the sense that we do not have to expand expressions involving both $x$ and $y$. However it depends on Theorem 3 which does involve both $x$ and $y$.] \hfill \Box

Proof 4. As in Proofs 1 and 2, we have $2(xy - yx) = 0$ for all $x, y$. Also $3(x^2 + x) = 0$ and so $3x^2 = 3x$ since $6x = 0$. Now consider $T = \{3x \mid x \in R\}$. It can easily be seen that $T$ is a subring of $R$ since $3a + 3b = 3(a + b)$ and $(3a)(3b) = 9ab = 3(3ab)$.

Now for $t \in T$,

$$t^2 = (3x)^2 = 9x^2 = 3x^2 = 3x = t.$$  

Thus $T$ is a Boolean ring and so is commutative. Thus $(3x)(3y) = (3y)(3x)$, so $9(xy - yx) = 0$. Since also $2(xy - yx) = 0$, we deduce that $xy - yx = 0$ and so $R$ is commutative. \hfill \Box

Proof 5. By Theorem 12, all squares lie in the center of $R$, so $R$ satisfies the identities $x^3 = x$ and $x^2y = xy^2$. Thus

$$yx = (yx)^3 = y(xy)^2x = (xy)^2yx = xyxyx = xyxyyx = xyx^2y^2 = x^3y^3 = xy.$$  

Proof 6. In this proof we exploit the fact that $R$ satisfies the condition $ab = 0 \Rightarrow ba = 0$. Now

$$0 = yx - yx = yx - y^2x = y(x - y^2x).$$

Thus

$$(x - y^2x)y = 0 = x^2(x - y^2x)y = x^3 - x^2y^2xy$$

so $xy = x^2y^2xy$. Thus

$$0 = x^2y^2xy - xy = x^2y^2xy - (xy)^3 = [x(xy - yx)y]y = [yx(xy - yx)]yx = (yx)^2(xy - yx) = (xy - yx)(yx)^2 = (xy - yx)(yx)^3 = (xy - yx)yx.$$

Finally,

$$(xy - yx)^2 = (xy - yx)xy - (xy - yx)yx = -(yx - xy)xy - (xy - yx)yx = 0,$$

and $R$ is commutative.

[This proof is based on a proof of Ted Herman [4].] \hfill \Box

Our final proof is perhaps the slickest.
Proof 7. \((x^2 + x)^2 \in Z(R)\), so \(x^4 + 2x^3 + x^2 \in Z(R)\), and so \(2x^3 = 2x \in Z(R)\). Also \(x^2 + x = (x^2 + x)^3 = x^6 + 3x^5 + 3x^4 + x^3\), so \(3x + 3x^2 = 0 \in Z(R)\). But \(3x^2 \in Z(R)\), and so \(3x \in Z(R)\). Since also \(2x \in Z(R)\), \(R\) is commutative.

[This is a completely “y-less” proof depending only on Theorem 7.]

Many variations on the above proofs are possible, and we would be pleased to hear from readers who have other proofs. Other proofs in the literature include those in [1], [3], and [11].

4. Generalizations

Proof 5 of Theorem 13 verbatim yields the following result since that proof does not use the additive operation in \(R\).

**Theorem 14.** If \((S, \cdot)\) is a semigroup which satisfies the identities \(x^3 = x\) and \(x^2 y = yx^2\) for all \(x, y \in S\), then \(S\) is commutative.

**Theorem 15.** Let \(R\) be a ring such that \((xy)^3 = xy\) for all \(x, y \in R\). Then \(R\) is commutative.

**Proof.** Putting \(x = y\) we get \(x^6 = x^2\). If \(yx = 0\) then \(x(yx)^2y = 0\), and so \(xy = (xy)^2 = 0\). Thus idempotents are central and, since \((xy)^2 \in Z(R)\), we have \((xy)^2 \in Z(R)\).

Putting \(x = y\), we have \(x^4 \in Z(R)\). Now \((x^2 \cdot x)^3 = x^2 \cdot x\), so \(x^9 = x^3\), and so \(x^{12} = x^6 = x^2\). Thus \(x^{12} = x^4 = x^2\), so \(x^2 \in Z(R)\). As in [13], this implies that \((xy)^2 \in Z(R)\) since

\[
(xy)^2 = x(yxy) = x((yx)^2 + y^3 - (yx - y)^2 - y^2 x) = (yx)^2 + y^3 - (yx - y)^2 - y^2 x = (yx)^2 + y^3 - (yx - y)^2 - y^2 x = (yx)^2 \cdot 2
\]

Next \([x(x + x)]^3 = x(x^2 + x)\), or \([x^3 + x^3]^3 = x^3 + x^2\), gives \(3x^8 + 3x^7 = 0\), and so \(3x^2 + 3x^3 = 0\). In particular, \(3(xy)^2 + 3(xy)^3 = 0\) and, since \(3(xy)^2 \in Z(R)\), we conclude that \(3xy \in Z(R)\).

Now \([x(x + y)]^2 = [(x + y)x]^2\), or \((x^2 + xy)^2 = (x^2 + xy)^2\). Using \((xy)^2 \in Z(R)\) and the centrality of squares, this reduces to \(2x^3y = 2y^3x\), so \(2x^3 \in Z(R)\).

Thus \(2xy = 2(xy)^3 \in Z(R)\). But \(3xy \in Z(R)\) from above, so \(xy \in Z(R)\). Since all products are central, we deduce that

\[
xy = (xy)^3 = x(yxyxy) = (xyxyx) = (yx)^3 = xy.
\]

Rings satisfying \(x^3 = x\) for all \(x\) are not just commutative rings, but rather special commutative rings. However this condition can be weakened to give necessary and sufficient conditions for commutativity in rings. We now state and prove two such theorems.

**Theorem 16.** A ring \(R\) is commutative if and only if \(x^3 - x \in Z(R)\), for all \(x \in R\).

Theorem 16 is of course equivalent to the following:

**Theorem 16’.** A ring \(R\) is commutative if and only if \([x^3, y] = [x, y]\), for all \(x, y \in R\).

“Taking the exponent 3 outside” in this last result gives us another theorem:

**Theorem 17.** A ring \(R\) is commutative if and only if \([x, y]^3 = [x, y]\), for all \(x, y \in R\).

**Proof of Theorem 16.** We define \(f(x) = x^3 - x\). Clearly all commutative rings satisfy \(f(x) \in Z(R)\), so it suffices to show that rings satisfying \(f(x) \in Z(R)\) for all \(x\), are commutative.

Suppose therefore that \(f(x) \in Z(R)\), \(x \in R\). Expanding and simplifying

\[
f(x + y) - f(x - y) - 2f(y) \in Z(R)
\]

gives \(A = 2(x^2y + xyx + yx^2) \in Z(R)\). Now \(Ax = xA\) simplifies to \(y(2x^3) = (2x^3)y\). Thus \(2x^3 \in Z(R)\) and so \(2x^3 - 2f(x) = 2x \in Z(R)\).
Expanding and simplifying \( f(x + x^4) - f(x) - f(x^4) \in Z(R) \), we get \( 3(x^6 + x^9) \in Z(R) \). Since \( 2y \in Z(R) \) for all \( y \in R \), we deduce that \( x^6 + x^9 \in Z(R) \). Simplifying \( x^6 + x^9 - f(x^2) - f(x^3) - f(x) \in Z(R) \), we see that \( x + x^2 \in Z(R) \). Now Theorem 3 implies that \( R \) is commutative.

Before proving Theorem 17, we give some preliminary results. For brevity, we say that a ring \( R \) is a \( C(3) \) ring if \( [x, y]^3 = [x, y] \) for all \( x, y \in R \).

**Theorem 18.** Suppose \( R \) is a \( C(3) \) ring. Then

(a) \( R \) has no nonzero nilpotent commutators.

(b) If \( xy = 0 \) in \( R \), then \( yx = 0 \) also.

(c) Idempotents in \( R \) are central. In particular, \( [x, y]^2 \) is a central idempotent.

**Proof.** By induction we see that \( [x, y]^n = [x, y]c \) for every odd \( n \in \mathbb{N} \). This clearly rules out the possibility of a nonzero nilpotent commutator.

As for \( (b) \), if \( xy = 0 \) then \( [x, y] = xy \) so \( yx = (yx)^3 = y(xy)(xyx) = 0 \). The first statement in \( (c) \) follows from Theorem 8 (or Theorem 9). As for the second part of \( (c) \), note that \( ([x, y]^2)^2 = [x, y] \cdot [x, y]^2 = [x, y]^2 \), so \( [x, y]^2 \) is idempotent.

Our next result reduces the task of proving Theorem 17 to proving commutativity in a special case.

**Theorem 19.** If \( [x, z] \) and \( [y, z] \) commute for all \( x, y, z \) in a ring \( R \), then \( [x, y]^4 = 0 \) for all \( x, y \in R \). In such a ring \( R \), a commutator \( c \) satisfies an equation of the form \( c^n = c \) for some \( n > 1 \) if and only if \( c = 0 \).

**Proof.** Suppose \( c = [x, y] \) for some \( x, y \in R \). Note that \( cx = [x, yx] = [yx, x] \) and \( c = [−y, x] \) so, by assumption, \( cx \) and \( c \) commute. Thus \( xc^2 = cxc \), and similarly \( yc^2 = cyc \). Since \( yc = [yx, y] = [−y, yx] \), we see that \( yc \) and \( cx \) commute. Thus

\[
(cx)(yc)c = (yc^2)xc = cy(cxc) = cyxc^2 ,
\]

where in each case the parentheses enclose one or both factors that are commuted in the next equation. Subtracting the extreme right hand side from the extreme left, we get that \( c^4 = 0 \), as required.

Since \( 3n - 2 \geq 4 \), we deduce that \( c^{3n-2} = 0 \) for all \( n > 1 \). If \( c^n = c \cdot c^{n-1} = c \), then \( 0 = c^{3n-2} = c^2 \cdot c^{n-1} = c^n = c \).

We are now ready to prove Theorem 17.

**Proof of Theorem 17.**

Clearly all commutative rings are \( C(3) \) rings, since all commutators are zero, so it suffices to prove that \( C(3) \) rings are commutative. Suppose therefore that \( R \) is a \( C(3) \) ring. In view of Theorem 19, it suffices to prove that \( [c, d] = 0 \) whenever \( c = [x, z] \) and \( d = [y, z] \), for some \( x, y, z \in R \). We split the remainder of the proof into two parts.

**Part 1: Reduction to a ring with special properties.**

Suppose for the sake of contradiction that a given pair \( c, d \) of this type do not commute.

Note that \( c^2, d^2 \in Z(R) \) by Theorem 18(c). Let \( x' = c^2d^2, y' = c^2d^2, z' = c^2d^2, c' = c^2d^2c = cd^2, \) and \( d' = c^2d^2d = dc^2 \).

Now \( x', y' \) both lie in the subring \( R' := c^2d^2R = Rc^2d^2 \). (Actually \( R' \) is an ideal, but we do not need this.) Furthermore, \( c', d' \) are commutators in \( R' \), since \( c' = [x', z'] \) and \( d' = [y', z'] \), and \( c', d' \) fail to commute since

\[
[c', d'] = (cd^2)(dc^2) - (dc^2)(cd^2) = c^3d^3 - d^3c^3 = [c, d] .
\]

It is clear that \( (c')^2 = (d')^2 = c^2d^2 \) acts as a unity in \( R' \).
Note that $c' \pm d'$ is also a commutator. Moreover $[c', c' \pm d'] = \pm [c', d']$ and $[d', c' \pm d'] = [c, d]$, so $(c' \pm d')^2$ is absorbed by $[c', d'] = [c, d]$ in the same way as $(c')^2$ and $(d')^2$ were. Thus if we define
e := (c' + d')(c' - d')(c')^2 (d')^2, \quad f := ec, \quad g := ed,
then we can reduce the task to getting a contradiction from the non-commutativity of $f$ and $g$. Note that $f, g$ lie in the subring $S := eR = Re$, and that $e$ is a nonzero unity for $S$ with $f^2 = g^2 = (f + g)^2 = (f - g)^2 = e$.

Part 2: $C(3)$ rings are commutative.

Now $(f + g)^2 = e$, and by expansion we see that

\begin{equation}
- e = (f + g)^2 - 2e = f^2 + g^2 + fg + gf - 2e = fg + gf.
\end{equation}

A similar expansion of $e = (f - g)^2$ implies that $fg + gf = e$, and hence $2e = 0$. It follows that $2s = 0$ for all $s \in S$. Next note that $(fg + fgf)(e + f) = 0$. By Theorem 18(b), $(e + f)(fg + fgf) = fg + fgf + gf = 0$.

Using (20), we get $fg = e + g$ and, by multiplying on the left by $f$, we get $gf = f + g$. Combining this last equation with (20) we get $f = e$, and by symmetry $g = e$, which contradicts $e = fg + gf$. \qed

We now consider some variations of the above commutativity conditions that fail to imply commutativity. Since we were able to weaken $x^3 = x$ to $(xy)^3 = xy$ and still deduce commutativity, one might hope that it could be weakened further to $(xyz)^3 = xyz$. However we see now that even the stronger condition $(xyz)^2 = xyz$ does not guarantee commutativity.

**Theorem 21.** There exist noncommutative rings $R$ that satisfy the equation $(xyz)^2 = xyz$ for all $x, y, z \in R$.

**Proof.** Consider the ring $R$ of $3 \times 3$ matrices of the form

\[ x = \begin{pmatrix} 0 & a & b \\ 0 & 0 & c \\ 0 & 0 & 0 \end{pmatrix}, \quad a, b, c \in \mathbb{R}. \]

Then $R$ is not commutative: for instance

\[
\begin{pmatrix} 0 & 1 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix} \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \end{pmatrix} \neq \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix} \begin{pmatrix} 0 & 1 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}.
\]

However it is readily verified that $xyz = 0$ for all $x, y, z \in R$. \qed

We mention without proof a more advanced example which can also be used to deduce Theorem 21. First define $\mathbb{H}_9$, the ring consisting of formal sums $a \cdot 1 + bi + cj + dk$ of quaternions with coefficients in $\mathbb{Z}_9$, i.e. $(\mathbb{H}_9, +)$ is a direct sum of four copies of $\mathbb{Z}_9$, and multiplication is defined as we would expect: for instance, $(bi)(cj) = (bc)k$, where $bc$ is a $\mathbb{Z}_9$ product. If we now define a new multiplication $\odot$ by the rule $x \odot y = 3xy$, then $(\mathbb{H}_9, +, \odot)$ is a non-commutative ring satisfying the equation $x \odot y \odot z = 0$ for all $x, y, z \in R$.

Since both of the conditions $x^3 - x \in Z(R)$ and $(xy)^3 = xy$ imply commutativity, one might hope that $(xy)^3 - xy \in Z(R)$ would imply commutativity. Alternatively since $(xy - yx)^3 = xy - yx$ implies commutativity, one might hope that

\[ (xy - yx)^3 - (xy - yx) \in Z(R) \]

would imply commutativity. However neither of these implications work, since even the stronger condition $xy \in Z(R)$ does not guarantee commutativity.
Theorem 22. There exist noncommutative rings $R$ such that $xy \in Z(R)$ for all $x, y \in R$.

Proof. The same ring $R$ as in the proof of Theorem 21 suffices. It is readily verified that every product $xy$ has the form

$$
\begin{pmatrix}
0 & 0 & d \\
0 & 0 & 0 \\
0 & 0 & 0
\end{pmatrix}, \quad d \in \mathbb{R},
$$

and that such matrices lie in $Z(R)$. \hfill \Box

As before, a more advanced example with quaternions can be used to prove the above theorem. Define $(\mathbb{H}_8, +, \cdot)$, the ring of quaternions over $\mathbb{Z}_8$, in a manner analogous to the earlier definition of $(\mathbb{H}_9, +, \cdot)$. By defining $x \odot y = 2xy$, we get a noncommutative ring $(\mathbb{H}_8, +, \odot)$ in which all products are central. We leave the details to the reader.

We remark that the problem of showing that a ring satisfying $x^3 = x$ is commutative has been used as a test example for computer algorithms which use rewrite rules and reduction theory for polynomial rings in non-commuting variables. What the machine programs lack in subtlety, they make up for in persistence, often negotiating hundreds of steps until the equation $xy - yx = 0$ is achieved. For details, see [15].

Finally, we note that much stronger versions of Theorems 13, 16, and 17 can be proved using the structure theory of rings. Jacobson [10] proved that rings satisfying $x^n(x) = x$ for all $x \in R$ are commutative; see also [7]. Herstein also proved using structure theory that if $x^n(x) - x \in Z(R)$ for all $x \in R$, or if $[x,y]^{n(x,y)} = [x,y]$ for all $x,y \in R$, then $R$ is commutative; see [5] and [6]. In all these results, $n(x)$ and $n(x,y)$ can be any integers greater than 1. We recommend [8] for an account of structure theory, and proofs of results of this type.
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